


This is NOT a Game.





Can we protect customers and their 

AI solutions – services, tools, and 

infrastructure? 

Can we protect data scientists, and 

their AI data?

Can we protect developers, and their 

AI applications? 
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Can we help them protect their 
customer’s and employee’s 

personal data?

Can we help them avoid costly 
mistakes and oversights?

Can we help them meet their 
regulatory obligations?



Master Class of 
Manipulations 

• Minimize human 
recognition of “evidence 
of manipulation” and 
maximize the negative 
impact on the classifier. 
• Injection of random noise at 

random levels & locations 

• Removal of color from images 
via sepia filters.  

• Modification of hue and 
saturation for random 
blocks/locations in an image.  



How easy was 
it?

• Subtle modification of input data can 

be used to force mis-classification 

without warning or failure indication 

of any kind. 

• Trust is largely misplaced in 

uncurated, unsigned, public-access 

data sources. 

• Machine learning algorithms lack the 

ability to monitor their own training 

progress or reject inputs which would 

compromise or degrade the 

effectiveness of future analysis.  







Build upon the Details: Security Best Practices

Build upon established security 
recommended practices:
• Use Threat Modeling and applying standard 

security controls. 

• Extend your threat modeling to include 
specific use scenarios outside of the traditional 
technical use cases. 

• Threat modeling for voice, video, and gesture-
driven user experiences.

• SDL is necessary; however, you will need to go 
beyond these standards and controls to 
address new paradigms. 

What is your AI’s specific use scenario? 

What are your assumptions about the AI 
interactions, the user’s interactions, and 
an Attacker’s interactions?

How do you Assure Provenance and 
Curate Lineage with Discretion?

How do you plan to operate, monitor 
and control your AI systems’ plans and 
actions in response to observations and 
commands?



Understand the business purposes & problems 
at hand.

Make sure AI solves the problems—
Do not build AI just for sake of building AI. 

❑ Seek agreement with the customer on what the AI will predict. 

❑ Discuss what risks the customer may have when the AI predicts 
wrong. 

❑ Identify who, and what could potentially abuse the system, and why.
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❑ Plan for regulatory requirements while designing an AI 
Solution

❑ Understand the impact of the AI uses, misuses, and actions 
to the human being. 

❑ Consider and address requirements for regulatory 
compliance.
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Clear Business Purpose Aligned with Microsoft 
AI ethics principles
It is important that the AI Solution will be built upon an ethical foundation. The AI 

Solution must assist humanity and should be designed to address ethics principles.

Our approach - Microsoft AI
https://www.microsoft.com/en-us/AI/our-approach-to-ai

Fairness 

AI systems should treat all people fairly

Inclusiveness

AI systems should empower everyone and engage 

people

Reliability & Safety

AI systems should perform reliably and safely

Transparency 

AI systems should be understandable

Privacy & Security

AI systems should be secure and respect privacy

Accountability

AI systems should have algorithmic accountability

https://www.microsoft.com/en-us/AI/our-approach-to-ai

